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1 OVERVIEW 

The Deep Space Climate Observatory (DSCOVR) is a joint National Oceanic and 
Atmospheric Administration (NOAA) and National Aeronautics and Space 
Administration (NASA) mission. NOAA is responsible for day-to-day operations of the 
spacecraft and space weather instruments, while NASA operates the Earth science 
instruments. DSCOVR was launched February 11th, 2016, and orbits the Earth-Sun 
Lagrange point (L1). 

This document concerns the geolocation algorithms used for the Earth Polychromatic 
Imaging Camera (EPIC). For more information regarding the DSCOVR mission and 
EPIC technical specifications please refer to the “Deep Space Climate Observatory Earth 
Science Instrument Overview” document. A brief description of EPIC is offered in the 
section below. 

1.1 INSTRUMENT CHARACTERISTICS 

EPIC is a Cassegrain telescope using a Charge Coupled Device (CCD) detector. It 
samples narrow bands in the ultraviolet, visible, and infrared ranges (317-780nm) using a 
filter wheel. Using these bands it is possible to measure ozone, aerosols, cloud 
reflectivity, cloud height, and vegetation properties. 

 The basic specifications concerning the instrument are as follows. 
 

CCD: 
Model Fairchild Imaging 442A 
Resolution 2048 x 2048 pixels 
Pixel size 15um x 15um 
Imaging area 30.72mm x 30.72mm 
Bit depth 12 bits 
 
Telescope: 
Aperture 30.5 
Focal length 286.2 cm 
Field of view .61 degrees 
 
Filter Wheel: 
Band Name Wavelength (nm) Full Width (nm) Band Type 
317nm 317.5 ± .1 1 ± .2 Ultraviolet 
325nm 325 ± .1 2 ± .2 Ultraviolet 
340nm 340 ± .3 3 ± .6 Ultraviolet 
388nm 388 ± .3 3 ± .6 Ultraviolet 
443nm 443 ± 1 3 ± .6 Visible 
551nm 551 ± .1 3 ± .6 Visible 
680nm 680 ± .2 2 ± .4 Visible 
688nm 687.75 ± .2 .8 ± .2 Visible 
764nm 764 ± .2 1 ± .2 Infrared 
780nm 779.5 ± .3 2 ± .4 Infrared 



 
 
 
1.2 OBJECTIVES OF L1A/L1B GEOLOCATION 

The objective of L1A/B geolocation is to provide ancillary information regarding 
the EPIC images that require instrument and spacecraft specific knowledge.  This 
includes per pixel latitude and longitude locations, as well as sun and instrument viewing 
angles. All metadata used to calculate these solutions is as well included, including 
spacecraft and body ephemerides, attitude, and any other ancillary information. 

In the L1A this information is appended; in L1B it is applied. For L1A this means 
that the images are in their natural coordinates as originally taken by the spacecraft. 
Geolocation is oriented to match the original image and location and angle information is 
available on a per-image basis. 

For L1B, the images are corrected such that their orientation is the same across the 
entire 10 band set. This means that the images are rotated so North is aligned with the 
top, as well as corrected for the Earth’s rotation on its axis. For the appended location 
data, latitude and longitude is the same for all 10 bands, however the sun angles are 
different for each band. 

 
1.3 RETRIEVAL STRATEGY 

There are a number of challenges in solving the problem of EPIC geolocation. The 
first is that the DSCOVR star tracker accuracy is not sufficient enough to resolve pointing 
to the pixel level. This requires measurements be made on the images themselves to 
derive pointing corrections. 

The second is that as EPIC rotates through the filter wheel, taking the 10 images that 
compromise a set, the Earth is also rotating. In the time that it takes to complete a 
nominal set, about 7 minutes, there is a non-linear 8-pixel drift between the first image 
and the last. To solve this requires the ability to build dynamic transformation 
calculations that can handle not only variances it the image timing, but also non-nominal 
imaging scenarios, such as custom cadences. 

The third is that the view EPIC has of the Earth posses unique challenges that are not 
typical of conventional Earth science instruments. Some of these are related to the fact 
that there can be no “flat earth” approximations to any calculations – the full body of the 
Earth must be rendered accurately. Others relate to issues with the wide spatial view that 
are typically minimal in other missions, such as distortion from atmospheric refraction. 
  



2 ALGORITHM DESCRIPTION 

In the following sections are two descriptions of the algorithm. The first is a high-
level overview of how the algorithm operates. The second is the mathematical description 
of the algorithm. 

 
2.1 ALGORITHM INPUT (EPIC & NON-EPIC) 

The input for the algorithm from EPIC is the calibrated L1A images, the original 
L0 images; sun, lunar, and spacecraft ephemerides, attitude information, and the 
EGM2008 terrain information. 

The calibrated L1A images are used for the image processing and are ultimately 
what are put in the L1A product; the L0 images are used to obtain metadata from the 
headers. 

Sun, lunar, and spacecraft ephemerides, as well as attitude information, provide 
information on how the Earth or other bodies is oriented in the field of view. 
The EGM2008 terrain datasets is used for correcting the Z-axis. 
 
2.2 THEORETICAL DESCRIPTION OF GEOLOCATION 

This section contains a high level overview of geolocation. A detailed 
mathematical description follows in section 3. At the top level, there are three main parts 
of the system. There is the first part that takes the ancillary information regarding the 
scene and builds a 3D model of the Earth as seen at the time the image was taken. The 
second part is the image registration algorithm that registers the images to the 3D model. 
The final part redraws the 3D model into the 2D plane. 
 
2.2.1 3D Model Generation 

The 3D model is built using the ancillary information from the spacecraft. This 
includes the sun, lunar, and spacecraft ephemerides with Earth as the coordinate reference 
frame (J2000), the spacecraft attitude information, and the time the image was taken. 
Using this information and relative astronomical algorithms, it builds a complete 3D 
model of the scene, in geodetic coordinates, as well as the viewing and solar angles.  
Using the complete surface viewing angles, it determines the orientation of the Earth in 
regards to the spacecraft at the time and derives the ancillary information necessary to 
convert this information to the 2D plane, where it provides per-pixel ancillary data 
mapped to the original EPIC image. 
 
2.2.2 Image Registration 

For image registration, the XY correction to center the Earth in the image is 
calculated. For EPIC, it is not possible to determine the correction using the DSCOVR 
star tracker information alone, as its accuracy is only sufficient enough to guarantee the 
Earth remains in EPIC’s field of view. Therefor it is necessary to derive the XY image 
offset of Earth’s center by using data derived from the image. 
 In order to do this, a mask of the Earth pixels is generated. A coarse estimate is 
initially derived by calculating the X and Y chord lengths of the object in the image. The 



longest chords, which represent the location of the object’s center, are then use to derive 
the coarse X and Y offset. 
 Once the coarse offset is established, the program then does a fine correction 
using area. The image mask is shifted by the XY coarse correction and divided into 
quadrants. The number of  Earth pixels are calculated in each quadrant and based on the 
result, a X/Y shift performed to even the quadrants out. This is done repetitively until the 
quadrants match expectations. This step helps normalize potential error from the coarse 
correction due to mask edge noise. Assuming that the edge noise is of random nature, 
where some pixels that are marked as Earth are not and vice versa, using the area should 
cause this error to relatively cancel out. 
 
2.2.3 3D Model to 2D Image Plane Conversion 

The process of the image registration permits the data to be registered to the 3D 
Earth model. Every pixel is mapped to a corresponding geodetic coordinate – latitude, 
longitude and surface height, as well as sun/spacecraft azimuth and elevation angles. It is 
important to note that the 3D model is complete – it contains information regarding the 
non-viewable surfaces as well.  This makes it possible to do transformations without 
regard to surface boundary conditions, as there is a complete mathematical solution for 
every point. 

To perform the 3D to 2D conversion, the 3D model is mapped into the “EPIC 
plane” which is a projection based on EPIC’s physical and optical parameters. To do this, 
the transformation is passed the 3D model and desired nadir point. A transformation is 
constructed that maps the 3D coordinates to 2D image coordinates and the 3D data is 
redrawn in the 2D EPIC plane. In the case of L1A, the ancillary data is redrawn with the 
relative X, Y, and rotational offsets to match the original image. For L1B, ancillary data 
and image are redrawn to the set reference frame. 
 
2.2.4 L1A Description 

For the above processes, these come together as follows for the L1A. 



 
 

Input - The algorithm accepts the sun, spacecraft, and lunar ephemerides, time, 
and attitude. The astronomical and ellipsoidal models are predefined algorithms. An 
image registration algorithm is used to derive X and Y offsets for the Earth. 

3D Model - The 3D model algorithm is then run to generate the latitude, 
longitude, sun and spacecraft angles for the full globe. 

2D Transform - The 2D transformation is run against the 3D model to generate 
per-pixel latitude, longitude, sun and spacecraft angles to match the calibrated L1A image 
in its original orientation. Optical distortion seen in the EPIC lens is applied as part of 
this process. 

2D Model - The original calibrated L1A image is written unmodified to the HDF. 
The 2D geolocation information, which consists of latitude, longitude, sun zenith angles, 
sun azimuth, spacecraft zenith angles, and spacecraft zenith angles are written to the 
HDF. 
 
2.2.5 L1B Description 

For the L1B, the above processes are used as follows. 
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Input - The image, latitude, longitude datasets, as well as viewing metadata read 

from the L1A file. This is used to fill the 3D model. 
3D Model - The next step is to select a common reference frame. This will 

provide the reference geometry for the 3D to 2D transformation.  It selects the image 
taken in the middle of the sequence, as this will provide the most uniform results for all 
images with the rotation.  

2D Transform - Sun and spacecraft angles are generated for each image based on 
the reference geometry and the time the particular image was taken.  

2D Model - The original L1A image, which is now part of the 3D model, is 
rendered using the 3D to 2D transformation, and is redrawn in the 2D EPIC imaging 
plane. EPIC’s optical distortion is removed during this process. This produces the L1B 
image. 
The georeferenced L1B image, latitude, longitudes, and sun and spacecraft viewing 
angles are written to the L1B file. 
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3 MATHEMATICAL DESCRIPTION OF ALGORITHM 

The following is the mathematical description of the geolocation algorithm. This 
contains the algorithmic details of the higher level description in section 2.2. 

 
3.1 IMAGE REGISTRATION 

In order to align Earth with its geophysical model, it is necessary to compute its X, 
Y location of the planetary body’s center in relation to the image. This compensates for 
the pointing offsets inherent to DSCOVR’s attitude control. The accuracy needs to be at 
the subpixel level. To accomplish this, all registration is done on a bicubic-interpolated 
version of the image, which has been enlarged to 4x resolution. 

 Figure 1 is an example of the before and after of the registration process. Note that 
the 

before image is an atypical case used for illustration purposes ; nominal performance of 
DSCOVR’s pointing has better accuracy. 

 
 
3.1.1 Mask Generation 

The first element of the registration is to build a mask of Earth pixels in the 
image.  In the mask, ones are Earth pixels, and zeros are dark space. The masking 
algorithm uses several common morphological algorithms defined as below. 
 
Erosion is a morphological operator that removes poorly connected pixels. It is used to 
remove stray noise pixels and smooth edges. 
 
Erosion of image A by binary structure element B is defined as: 
 

𝐴⊖ 𝐵 = 𝑧|(𝐵)! ⊆ 𝐴  
 
Dilation is a morphological operator that improves connectivity between common pixels. 
It is used to fill holes and smooth edges. 

Figure 1 - Image on left is before centering. Image on right is after 
centering 



 
Dilation of image A by binary structure element B is defined as: 

𝐴⨁𝐵 = 𝑧| (𝐵)! 𝐴 ⊆ 𝐴  
 
Opening is a morphological operator that smooths contours of an object, eliminating 
small indents and protrusions.  It is built of both erosion and dilation operators. 
 
Opening of set A by structure element B is defined as: 

𝐴 ∘ 𝐵 = (𝐴⊖ 𝐵)⊕ 𝐵 
 
Closing is a morphological operator that removes small objects and edge noise from an 
object. 
 
Closing of set A by structure element B is defined as: 
 

𝐴 ∙ 𝐵 = (𝐴⊕ 𝐵)⊖ 𝐵 
 
A region-filling operator sets small, zero valued pixels to 1 if they are within a bounded 
object. 
 
Region filling is defined as, for a set of binary elements X and B is a structuring element, 
the procedure to fill bounded regions by one is: 
 

𝑋! = 𝑋!!!⊕ 𝐵 ⋂𝐴!     𝑘 = 1,2,3… 
 
A connectivity operator searches for connected pixels. It returns the indexed groups of 
connected pixels. This operator is used to remove any large object noise or optical 
artifacts from the mask. 
 
The following iterative expression searches through an image, returning sets of 
connected components, Y. 
 

𝑌 = 𝑋!!!⊕ 𝐵 ⋂𝐴    𝑘 = 1,2,3… 
 
3.1.2 Masking algorithm 

The above algorithms are put together to define the EPIC masking algorithm. This 
algorithm thresholds the image against known dark count levels, and removes noise and 
instrument artifacts from the mask. 
 
For the following equations, a binary image A0 is constructed by thresholding an EPIC 
image against a known factor. For the morphological operators, Bx are square structuring 
elements of size x. 
 
The first step is to remove weak noise and connecters from the image via: 



 
𝐴! = 𝐴! ∙ 𝐵! 

 
And then to strengthen remaining connections and edges via: 
 

𝐴! = 𝐴! ∘ 𝐵! 
 
Objects with closed boundaries are then filled: 
 

𝑋! = 𝑋!!!⊕ 𝐵 ⋂𝐴!!     𝑘 = 1,2,3… 
 
And then indexed by connectivity: 
 

𝑌 = 𝑋!!!⊕ 𝐵! ⋂𝐴    𝑘 = 1,2,3… 
 
The largest object is then retained and edges are 
smoothed and filled: 
 

𝐴! = 𝑌!"# ∙ 𝐵!" 
 
The masked data set generated is then used for the 
coarse and fine alignment. Figure 2 demonstrates the 
results of the masking algorithm using the image 
example in Figure 1. 
 
3.1.3 Centering – Coarse Alignment 

The first attempt in obtaining the XY centering values is to do a coarse alignment on the 
image mask. On a gridded surface such as an image, it is only possible to navigate 
straight lines at 45-degree angles. The coarse alignment measures the chords of the 
Earth’s masks at these angles and uses it to estimate the XY offset required to center the 
Earth. 
 
3.1.4 Centering - Fine alignment 

There is a small level of uncertainty in the masking process. This is due to the edges of 
the Earth not being sharp against the backdrop of space, i.e. there is some falloff of light 
at the edge. This, plus a small level of noise in the image causes some uncertainty in the 
masking process. Along the edges of the mask, points are set to one when they should not 
be; conversely some are set to zero when they are actually the opposite. 
Assuming that this noise is random, and there are relatively even numbers of errors in 
both directions, it can be assumed that the difference between the sums of the ones-that-
should-not-be-ones and the zeros-that-should-not-be-zeros is close to zero (i.e., the 
random noise will cancel itself out). Therefor, the calculation of the area of a mask with 
random error should be close to the actual area of the mask without error. 
To do the fine alignment, the coarse alignment is applied to the mask. The image is then 
split into quadrants, and the area of mask pixels are calculated for each quadrant. The 

Figure 2 - Example of 
generated mask 



differences between quadrants are analyzed, and the image is slightly shifted towards the 
quadrant in need of pixels. This process repeats itself until the quadrants are equalized. 
 
3.2 SPACECRAFT ORIENTATION 

Determining the spacecraft’s orientation is 
necessary for determining what EPIC is 
pointed at and the related angles. DSCOVR 
is not stationary at the Earth-Sun Lagrange; 
instead it orbits in a Lissajous figure over a 
time period of 6 months.  The spacecraft 
additionally rolls during the orbit, and has 
no fixed orientation in regards to Earth’s 
reference frame. EPIC is also not always 
Earth pointing; there are times when it takes 
images of other objects, such as the Moon, 
for calibration purposes, or where there are 
off-pointing activities into deep space to 
calibrate the other instruments on-board. 
The desired outputs of these calculations are 
the determination what EPIC is currently 
viewing, either Earth, Moon, or dark space, 
and the roll angle for Earth’s North pole. 
The inputs to the calculations are the sun 
and spacecraft ephemerides, attitude, image 
time, and Earth’s X, Y image coordinate offsets. 
 
The first step is to determine the spacecraft’s positioning. 
 
3.2.1 Ephemerides Interpolation 

The DSCOVR ephemerides are produced at 1 minute intervals. These are in the J2000 
coordinate reference frame. To calculate the ephemerides at a specific time interval, 
interpolation uses a piecewise hermite spline to generate X, Y, and Z coordinates. 
 
3.2.2 Quaternion Interpolation 

DSCOVR attitude information is generated at 30 second to 10 second intervals from the 
star tracker, with occasionally longer gaps due to missing telemetry. The star tracker is 
accurate enough to determine general pointing information, such as what body is being 
imaged, but does not produce a tilt and yaw angle accurate enough for geolocation. 
However, as the spacecraft orbits L1 it slowly rotates with respect to Earth – the exact 
rate is dependent on the location in orbit. This roll angle is required in order to orient the 
images with North up.  
 

Figure 3 - Example of Lissajous orbit 



Quaternion interpolation requires using a device known as SLERP – Spherical Linear 
Interpolation. With SLERP, interpolations are done along a sphere, as opposed to lines, 
permitting smooth quaternion generation through rotations.  
 
The calculation of SLERP is as follows.  
 
For where ta and tb are the first and second time interval, qa and qb are their 
corresponding quaternions, and tm is the time interval to interpolate to: 
 

𝑡 =
𝑡! − 𝑡!
𝑡! − 𝑡!

 

 
The half angle between qa and qb is then: 
 

𝜃!"
!
= cos!!(𝑞!! ∗ 𝑞!! + 𝑞!! ∗ 𝑞!! + 𝑞!! ∗ 𝑞!! + 𝑞!! ∗ 𝑞!!) 

 
The ratio between the angles is then: 

𝑟! =
sin(1− 𝑡)𝜃!"

!

(1− 𝜃!"
!

!)
 

 

𝑟! =
sin(𝑡 −𝜃!"

!
)

(1− 𝜃!"
!

!)
 

 
And the interpolated quaternion is then: 
 

𝑞! = 𝑞!𝑟! + 𝑞!𝑟! 
 
 
3.2.3 Attitude Determination 

Attitude determination is used to generate a coarse pointing estimate and the image 
rotational correction. 
It is worth noting that in the Triana AOCS Hardware Coordinate System Document, there 
are a series of coordinate transformation that were applied to go from the spacecraft body 
to the EPIC reference frame. These are not necessary for any dates after June 19th, 2015, 
a few days after “first light” for EPIC. This is because the star tracker for DSOCVR was 
calibrated and aligned to EPIC, making EPIC the reference frame for the spacecraft. 
 
To determine the spacecraft orientation in Euler coordinates, it is necessary to do two 
steps. The first is to interpolate the quaternions to the current time. The second is to 
convert quaternions to a cosine attitude matrix, and apply the appropriate 
transformations, which include corrections for precession and nutation. The final step is 



to convert the cosine attitude matrix to Euler coordinates, which provides angles in the 
image reference frame.  
 
A quaternion, q, can be converted to a cosine attitude matrix, A, via: 
 

𝐴! =
𝑞!! − 𝑞!! − 𝑞!! + 𝑞!! 2(𝑞!𝑞! + 𝑞!𝑞!) 2(𝑞!𝑞! − 𝑞!𝑞!)

2(𝑞!𝑞! − 𝑞!𝑞!) −𝑞!! + 𝑞!! − 𝑞!! + 𝑞!! 2(𝑞!𝑞! + 𝑞!𝑞!)
2(𝑞!𝑞! + 𝑞!𝑞!) 2(𝑞!𝑞! + 𝑞!𝑞!) −𝑞!! − 𝑞!! + 𝑞!! + 𝑞!!

 

 
Conversion to Earth Centered Rotational Coordinates requires using the apparent 
sidereal time (asrt) from section 3.3. 
 

𝐴!"#$ =  
cos(𝑎𝑠𝑟𝑡) sin(𝑎𝑠𝑟𝑡) 0
sin(𝑎𝑠𝑟𝑡) −cos(𝑎𝑠𝑟𝑡) 0

0 0 1
 

 
The Earth Centered Rotational coordinates are then: 
 

𝐴!"# = 𝐴!"#$𝐴! 
 
Conversion from Cosine Attitude Matrix to Euler coordinates requires knowing the 
spacecraft rotation sequence – DSCOVR is 3-2-1 (ZYX).  
 
To obtain the spacecraft roll (𝜙): 
 

𝜙 = tan!!
𝐴!"
𝐴!!

 

 
To determine what EPIC is pointed at requires calculating the pointing vector.  In the 
following, sc is the spacecraft ephemeris coordinates, and sun is the sun vector. This 
calculates the pointing vector between the spacecraft and Earth. To calculate the pointing 
vector for another body (such as the moon), replace the spacecraft coordinates with the 
coordinates of the other body. 
 
The vector is calculated: 
 

𝑣! = −𝑠𝑐!"# 
 

𝑣! = 𝑠𝑢𝑛!"#×𝑣! 
 

𝑣! = 𝑣!×𝑣! 
 
Earth pointing angle is then derived: 
 

𝐴!"# = 𝐴!𝑣 



 
Pitch (𝜃) and yaw (𝜓) for a 321 transformation are then: 
 

𝜃 = sin!!−𝐴!" 
 

𝜓 = tan!!
𝐴!"
𝐴!!

 

 
EPIC’s field of view is approximately .5 degrees. However, these calculations are only 
for the center of an object; determining if an object is fully or partially outside the field of 
view requires knowing its angular size. 
 
3.3 ASTRONOMICAL MODEL 

The astronomical model describes the orientation of EPIC in regards to the Earth. This 
information is used to generate the 3D model, which is then in turn used to determine the 
per-pixel geolocation information.  

To determine the scene as seen by EPIC, it 
is necessary to perform astronomical 
calculations to determine Earth’s celestial 
orientation during the time the image was 
taken. Initial right ascension (RA) and 
declination (DEC) values are calculated 
from a single point at the center of the 
Earth to the spacecraft and sun. These 
calculations are then adjusted for the 
Earth’s orientation at the time of year and 
propagated across the surface, providing 
location-adjusted RA and DEC values. 
These values are then converted to 
azimuth and elevation values. 
The math is the same for both the 
spacecraft and the sun, the only variance is 
the initial ephemeris coordinates used. 
 
3.3.1 Right Ascension and Declination 

The first step is to calculate the RA and 
DEC between the spacecraft the Earth’s 
center. 
 

Where x, y, z are the object coordinates in J2000 ephemeris reference frame: 
 

𝒉𝒚𝒑𝒐𝒕𝒙𝒚 =  𝒙𝟐 + 𝒚𝟐 
 

𝛼 =  tan!!
𝑦
𝑥 

Figure 4 - Depiction of right ascension 
and declination to a celestial object 

(depicted as a star) . Image from 
https://commons.wikimedia.org/wiki/File
%3ARa_and_dec_on_celestial_sphere.pn

g 



 
𝛿 = tan!!

𝑧
ℎ𝑦𝑝𝑜𝑡!"

 

 
Where 𝛼 is the right ascension and 𝛿 is declination. To convert right ascension from 
degrees to hour, divide it by 15. 
 
3.3.2 Mean Sidereal Time 

After this, it is necessary to calculate the apparent sidereal time, which is time as defined 
by the motion of the vernal equinox. The first step is to calculate the mean sidereal time, 
which is the sidereal without regards to Earth’s nutation. 
 
First, convert time to Julian days. The input is year, month, and decimal days. The output 
is “jd”, julian days. 
 

𝑡 = 𝑦𝑒𝑎𝑟 +
𝑚𝑜𝑛𝑡ℎ
100 +

𝑑𝑎𝑦
10000 

if month <=2, then: 
𝑦𝑒𝑎𝑟 = 𝑦𝑒𝑎𝑟 − 1;𝑚𝑜𝑛𝑡ℎ = 𝑚𝑜𝑛𝑡ℎ + 12 

 
then continues: 

𝑗𝑑 = 365.25 ∗ 𝑦𝑒𝑎𝑟 +  30.6001 ∗ (𝑚𝑜𝑛𝑡ℎ + 1) + 𝑑𝑎𝑦 1720994.5 
 
if t>= 1582.1015, then: 

𝑖 =
𝑦𝑒𝑎𝑟
100  

 

𝑖 = 2− 𝑖 +  
𝑖
4  

𝑗𝑑 = 𝑗𝑑 + 𝑖 
 
 
The mean sidereal time (msrt) is then calculated: 
 

𝑡 =
𝑗𝑑 − 2451545.0

36525  
 
𝑚𝑠𝑟𝑡 = 280.46061837 +  360.98564736629 (𝑗𝑑 − 2451545)  +  .000387933𝑡!  

−  
𝑡!

38710000 
 
and converted from degrees to hours. 
 
3.3.3 Nutation 

It is then necessary to correct for nutation, the oscillation of Earth’s rotational axis. 



 
To calculate nutation, derive: 
 
The mean elongation of the Moon from the Sun: 

𝐷 =  297.85036 +  445267.111480𝑡 − .0019142𝑡!  +  
𝑡!

189474 
 
The mean anomaly of the Sun to Earth: 

𝑀 =  357.52772 +  35999.050340𝑡 −  .0001603𝑡!  +  
𝑡!

300000 
 
The mean anomaly of the Moon: 

𝑀𝑃 =  134.96298 +  477198.867398𝑡 +  .0086972𝑡!  +  
𝑡!

56250 
 
The Moon’s argument of latitude: 

𝐹 =  93.27191 +  483202.017538 ∗ 𝑡 −  .0036825 ∗ 𝑡!  +  
𝑡!

327270 
 
The longitude of ascending node of the Moon’s mean orbit on the ecliptic: 

𝑜𝑚𝑒𝑔𝑎 =  125.04452 −  1934.136261𝑡 +  .0020708𝑡!  +  
𝑡!

450000 
 
These are then multiplied by their corresponding periodic terms (see Appendix), which 
produce the nutation in longitude (∆𝜓) and the nutation in obliquity (∆𝜀). 
 
3.3.4 True Obliquity 

Which is followed by a correction for the solar obliquity of the ecliptic, which is the 
angle between the ecliptic and the celestial equator. 
 
Calculation of true obliquity: 
 

𝜀 = 23!26!21.448! −  21.448!𝑡− . 00059!𝑡! +. 001813!𝑡! + ∆𝜀 
 
3.3.5 Apparent Sidereal time 

The above calculations are put together then to derive the apparent sidereal time. 
 
The correction to mean sidereal time is calculated: 
 

𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 =
∆𝜓
15 +  cos 𝜀  

 
 Which then yields the apparent sidereal time: 



𝑎𝑠𝑟𝑡 = 𝑚𝑠𝑟𝑡 +
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛

60
60  

 
 
3.3.6 Parallax 

After this, it is necessary to correct for parallax the difference in apparent placement of an 
object due two different angles. This correction takes the right ascension and declination 
values and converts them from Earth-centered angles to a series of angles specific to 
locations on the Earth’s surface. The results are the topocentric right ascension and 
declination values. 
 
The first step is to calculate the equivalent geocentric latitude coordinates for each 
geodetic latitude value (𝜙). These are defined as follows: 
 

𝑢 = tan!!(
𝑏
𝑎 tan𝜙) 

 

𝜌 sin𝜙! =
𝑏
𝑎 sin𝑢 +

𝐻
3678140 sin𝜙 

 

𝜌 cos𝜙! = cos𝑢 +
𝐻

3678140 cos𝜙 
 
 
Where a and b are the Earth’s semi-major and semi-minor axis; H is the height at sea 
level. 
It is then necessary to calculate the equatorial horizontal parallax via the following, 
where d is the distance to Earth: 

𝜋! = sin!!
sin 8". 794

𝑑  
 
The geocentric hour angle is computed, in hours: 
 

𝐻! = 𝑎𝑠𝑟𝑡 −
𝜆 − 𝛼
15  

 
Then the right ascension correction for parallax is: 
 

Δ𝛼 = tan!!
−𝜌 cos𝜙′ sin𝜋! sin𝐻!
cos 𝛿 − 𝜌 cos𝜙! sin𝜋! 𝐻!

 

 
𝑎! = 𝑎 + Δ𝛼 

 
The declination correction for parallax is then calculated: 
 



𝛿! = tan!!
(sin 𝛿 − 𝜌 sin𝜙! sin𝜋!) cosΔ𝑎
cos 𝛿 − 𝜌 cos𝜙! sin𝜋! cos𝐻!

 

 
3.3.7 Azimuth and Elevation 

The topocentric right ascension and declination values are then converted to azimuth and 
elevation angles using the following formulae. 
 

𝑎𝑧𝑖𝑚𝑢𝑡ℎ = tan!!
sin𝐻!

cos𝐻! sin𝜙 − tan 𝛿 cos𝜙
 

 
𝑒𝑙𝑒𝑣𝑎𝑡𝑖𝑜𝑛 = sin!!(sin𝜙 sin 𝛿 + cos 𝛿 cos𝐻!) 

 
After the azimuth and elevation angles are calculated for the entire globe, it is necessary 
to determine the orientation of Earth to the spacecraft at the time it was imaged. To do 
this, the elevation values of the 3D model are searched, and the nadir point is found. The 
latitude and longitude of this point is then used as the center point for the 3D to 2D 
projection. 
 
3.4 2D TRANSFORM 

After the 3D model has been created, it is necessary to 
reproject the data into the 2D plane. The particular 
projection used is customized to the viewing geometry 
and sensor configuration of EPIC .  
 
The transformation used is the perspective azimuthal 
with positive transformation, which is unique to “Map 
Projections: a Reference Manual”. It is accurate within 

the known eccentricity. It is not necessary to correct for 
the photographic nadir (tilted perspective), because 
EPIC’s narrow FOV requires a direct viewing angle, 
making this offset less than a pixel. 
 

3.4.1 Perspective Azimuthal with Positive Transformation 

Assuming the WGS1984 geoid and the EGM2008 gravitational model, and that the 
spacecraft distance in meters (sd), center latitude (φ0), longitude (λ0), and height (H) are 
known as: 
 
Earth semi-major axis: 
a = 6378137;  
 
Earth semi-minor axis: 
b = 6356752.314245;  
 

Figure 5 - Depiction of 
transforming the 3D model 

into the 2D plane 



Earth eccentricity: 
e2 = 6.69437999014e-3;  
 
Earth sea-level elevation deviation: 
H = EGM2008 gravitation model 
 
The Earth’s radius at latitude is defined as: 
 

𝑁 =
𝑎

1− 𝑒! ∗ sin 𝜆!
 

 
Where N0 is defined as the radius at λ0, 
 
The X coordinate transformation is then: 
 

𝑋! =
𝐻𝑁 cos𝜙 sin(𝜆 − 𝜆!)

𝑁(sin𝜙 sin𝜙! + cos𝜙 cos𝜙! cos 𝜆 − 𝜆! )− (𝑁! sin𝜙! − 𝑁 sin𝜙) sin𝜙!
 

 
 
The Y coordinate transformation is then: 
 
𝑌!

=
𝐻(𝑁 sin𝜙 cos𝜙! − cos𝜙 sin𝜙! cos 𝜆 − 𝜆! + 𝑒!(𝑁! sin𝜙! − 𝑁 sin𝜙) cos𝜙!)

𝑁 (sin𝜙 sin𝜙!+cos𝜙 cos𝜙! cos 𝜆 − 𝜆! )+ 𝑒!(𝑁! sin𝜙! − 𝑁 sin𝜙) sin𝜙! − (𝑁! + 𝐻))
 

 
 
The 3D model contains values that are not viewable by EPIC, i.e., the opposite side of the 
Earth. To clip these values out of the model, calculate: 
 

𝑐 = sin𝜙! sin𝜙 + cos𝜙 cos𝜙! cos 𝜆 − 𝜆!  
 
   𝑋 = 𝑋! ∪ 𝑐 > 0  
 

𝑌 = 𝑌! ∪ (𝑐 > 0) 
 
3.4.2 Map Coordinates to Image Coordinates 

The perspective azimuthal provides coordinates in meters; it is necessary to convert this 
into gridded image coordinates. To do this requires calculating how the Earth is optically 
projected onto the CCD. Assume the Earth’s semi-major (a) and semi-minor axis (b) are 
the same as above, but in units of centimeters.  The distance from Earth is d. 
 
The focal length (f) and CCD size (c) are defined as: 
 

𝑓 = 286.2𝑐𝑚 
𝑐 = .0015𝑐𝑚 



 
Scale of the x and y axis are therefore: 
 

𝑠𝑐𝑎𝑙𝑒! =  
2𝑎 𝑓 − 1𝑑

𝑐  
 

𝑠𝑐𝑎𝑙𝑒! =  
2𝑏 𝑓 − 1𝑑

𝑐  
 
 
The scaling factors are then used to determine the conversion to image coordinates x, y. 
 

𝑥 = 𝑠𝑐𝑎𝑙𝑒!
𝑋!

max (𝑋!)
 

 

𝑦 = 𝑠𝑐𝑎𝑙𝑒!
𝑌!

max (𝑌!)
 

 
 
The projection is naturally oriented North. When necessary to correct for EPIC’s roll 
angle and Earth center offset, where the angle of rotation is r and the translation 
coordinates are x0 and y0: 
 

𝑥! = 𝑥cos 𝑟 − 𝑦 sin 𝑟 + 𝑥! 
 

𝑦! = 𝑥 sin 𝑟 + ycos 𝑟 + 𝑦! 
 
3.4.3 Area Mapping 

In the cases of zenith, azimuth, latitude, and longitude angles, area mapping is not used. 
The internal grid for the 3D model is greater than EPIC’s resolution by 4 times. 
According to the Nyquist-Shannon sampling theorem, it is necessary to sample at at least 
twice the rate to detect a signal. Therefor, the use of a 3D model that is of greater 
sampling resolution than the final 2D dataset will generate sufficient resolution for the 
2D image. 
 
However, for the EPIC images the data is limited to its natural resolution. Doing a non-
linear transformation with a straight pixel-to-pixel mapping provides poor results – pixels 
are clustered, multiple pixels colliding for the same remapped space, and conversely gaps 
where no pixels fill the solution. To avoid this problem, an area-mapping algorithm is 
used instead. In area mapping, each pixel is assumed to occupy a 2D space, as opposed to 
a single 1D point. In the mapping process, the 2D shape of the pixel is retained until the 
transform is completed, and then the data is regridded, with each portion of the original 
pixel reassigned proportionally to the pixels it matches. 
 



 
Figure 6 - Example of a coarse resolution area mapping. A) is the original pixel 

orientation; B) the original pixels (blue) shown in their new orientation after 
transformation; C) Remapped pixels 

 
This pixel mixing does add a small amount of smoothness to the data, estimated to be at 
about 2%, but the correlation to the original data is consistent over the entire image. This 
is unlike the static pixel mapping, where clusters of pixels will have high correlation to 
the original data and other clusters, which require interpolation to fill missing areas, will 
have low correlation to the original data. 
 
To make the algorithm computationally efficient, the data is broken into subpixels. 
 
For an image i with coordinates x, y, that has been divided into N subpixels with 
coordinates x, y, the following remapping formula is used.   
 

𝑖!" =
1
𝑁! ( 𝑁 − 𝑥 𝑁 − 𝑦 𝑖!,! + 𝑥 𝑁 − 𝑦 𝑖!,!!! + 𝑦 𝑁 − 𝑥 𝑖!!!,! + 𝑥𝑦𝑖!!!,!!! 

 
A straightforward way to calculate this on a computer is to generate a mask of valid i 
values, known as m. Both i and m are resampled to scale N using nearest neighbor 
interpolation. The transformation is then applied to the rescaled image I, and mask m. 
The image and mask are then down sampled to the original resolution using bilinear 
interpolation. This results in the down sampled image containing the mean value of the 
subpixels, and the down sampled mask containing the weight of the number of valid 
subpixels. The down sampled image is then divided by the down sampled mask to 
produce the area mapped image. 
 
3.4.4 Optical Correction 

EPIC has a small barrel distortion that requires correction. The equation that describes the 
distortion is as follows: 
 

ℎ = .0116𝑥! − 4𝑒!!𝑥! + 2𝑒!!𝑥 − 1𝑒!! 
 

𝑣 = .0116𝑥! + 2𝑒!!𝑥! + 2𝑒!!𝑥 − 3𝑒!! 

A B C



 
Where h is the horizontal and v the vertical distortion. x is the size of the CCD in inches 
at increments of .0005905” per pixel. 
 
Using this formulation, it is possible to either add or remove the optical distortion. 
Optical distortion is added to the geolocation model in L1A, which permits the L1A 
images to be geolocated but unmodified.  In the L1B, the optical distortion is removed 
from the images.  
 
3.4.5 Subpixel Correction 

To improve correlation of the data after the initial L1B images are generated, a subpixel 
correction is applied. A series of correlation tests are performed between an image and a 
reference image in which each test has a slight 2D transformation applied to it. The 
results of these tests are scored, and the one with the best correlation score against the 
reference image has that translation applied. 
The reference image used is defined by rank; if the first choice is missing from a set, the 
next one in the set is selected. The rank is defined by which bands correlate best to the 
others. 443nm has the highest correlation; it’s also the only band sampled at the full 
resolution. 
 
The rank is as follows: 
 

Table 1 - Ranking of suitability for bands to be used as reference band in subpixel 
correction 

Rank Band (nm) 
1 443 
2 551 
3 680 
4 688 
5 764 
6 780 
7 388 
8 340 
9 325 
10 317 
 
To determine the level of correlation between the bands and the reference bands, the 
following calculation is used. 
 
Assuming A and B are images, the score, or correlation is calculated as: 
 

𝑎 = 𝐴 −𝑚𝑒𝑎𝑛(𝐴) 
𝑏 = 𝐵 −𝑚𝑒𝑎𝑛(𝐵) 



𝑟 =
(𝑎 ∗ 𝑏)

𝑎!𝑏!
 

 
The above is applied using the multi-tiered search algorithm. In the search algorithm, the 
transformation is constrained by user inputted values consisting of and xy offset and a 
shifting range and shifting size. The image is translated for every set generated by the 
constraint, and the correlation score is calculated, identifying the best xy offset in this set. 
This is done for at coarse, medium, and fine resolutions – the returned xy offset is fed 
into the following finer grain analysis. This multi-tiered approach permits calculations to 
be done at the subpixel level while minimizing the computational intensity. 
 
3.5 LEVEL 1A ALGORITHM 

The Level 1A algorithm produces geolocated images and maintains the original 
calibrated EPIC image. This means that the image is left unmodified, and the latitude, 
longitude, and associated angles are instead transformed into the frame of the image. 
The mathematical formulas and algorithms in the above section are combined as follows 
to produce the L1A. 
 

1) Attitude Determination – Determines object pointing at and rotational correction 
2) Image Registration – the XY Earth centering coordinates are calculated 
3) Astronomical Model – 3D model is generated with viewing/sun geometry for 

whole Earth 
4) 2D Transformation (Model) – Calculates the corresponding XY image 

coordinates to the model in the image’s original view frame. Applies centroid and 
rotational offsets. Data is remapped using direct transformation (XYZ->XY). 

5) Optical Model – Optical offsets are applied to location and view angle datasets 
6) Generate archive – Metadata is collected and data is stored to HDF 

 
3.6 LEVEL 1B ALGORITHM 

In the level 1B algorithm, all image bands in a set are transformed into the same 
reference frame. This involves rotating the images so that north is up, as well as 
correcting the 3D geometry for Earth’s rotation over the time of the viewing period. 
The mathematical formulas in the previous sections are combined as follows to produce 
the L1B. Note that this is largely similar to the L1A, the primary difference is the use of 
the reference geometry in the calculations instead of the image’s native geometry and that 
the L1B image has been transformed into the reference geometry. 
 

1) Reference Geometry Selection – The reference image is selected, based on the 
image taken in the middle of the sequence 

2) 3D Model Import – Pulls in the relevant data from the L1A file 
3) Astronomical Model – Calculates viewing geometry for reference frame, but at 

the unique time for each image 
4) 2D Transformation (Image) – Calculates the corresponding XY image coordinates 

to the model in the reference view frame. This results in applying the 3D 



rotational correction, optical correction, and XY transform in one step. Image is 
remapped using the area mapping algorithm. 

5) 2D Transformation (Model) – Calculate the corresponding XY image coordinates 
to the model in the reference view frame. Applies centroid and rotational offsets. 
Data is remapped using direct transformation (XYZ->XY). 

6) Generate archive – Metadata is collected and data is stored to HDF 
 
3.6.1 Multi-day alignment 

The L1B algorithm, in addition to providing geographic correction for an EPIC 10-band 
set, can also be used to geographically align images taken on different days. The same 
algorithm as the L1B is used, with a fixed reference geometry used for all the images 
across multiple days. This is somewhat of an extreme example of how the L1B algorithm 
functions, as in its typical utilization corrections are usually under 10 pixels. 
 
 

 
Figure 7 - Original images, native geometry 

 
Figure 8  Above images reprojected to same geometry 

  



4 COLOR IMAGERY  

In addition to geolocation, the level 1 processing produces a color image. The processing 
used is a derivative of the International Commission on Illumination (CIE) process for 
estimating tristimulous values from calibrated instruments. 
The spectral range for EPIC’s 
10 bands run from 317nm-
780nm. Human vision ranges 
from 400-700nm. Although 
there is considerable overlap 
between the two, EPIC and 
humans view the spectrum 
very differently. EPIC 
samples the spectrum in 10 
narrow bands at effectively 
equal brightness per band. 
The human eye samples the 
spectrum in 3 wide range, 
overlapping bands with 
varying sensitivity at 
different parts of the 
spectrum. 
To reconcile these two 
requires a transformation from EPIC’s view to human viewable “natural color image”. 
Fortunately, there is an established methodology, used in industry, for taking the precise, 
abstract, data from calibrated instruments and converting them into the red, green, and 
blue values that compromised human vision. Using this it is possible to take EPIC”s 
multi-spectral imagery and produce natural color images. 

 
Figure 9 – 3 Earths: Uncorrected EPIC; color corrected EPIC; Apollo 17 blue 

marble 

 
4.1 CIE COLOR SYSTEM 

Different types of color system are used for different mediums. Computers monitors use a 
ratio of Red/Green/Blue (RGB); printers use Cyan/Magenta/Yellow/Key (CYMK). CIE 



uses an XYZ coordinate system than encompasses a broader range of colors than the 
former two. 
Calculating the CIE XYZ coordinates requires knowing 3 values. At a particular 
wavelength, what is the measured intensity of the object, the spectral intensity of the light 
source, and the human visual sensitivity at this spectrum. It is mathematically defined as: 
 

𝑋 = 𝑘 𝐸 𝜆 𝑥 𝜆 𝑃(𝜆)
!!!"#

!!!"#

 

 

𝑌 = 𝑘 𝐸 𝜆 𝑦 𝜆 𝑃(𝜆)
!!!"#

!!!"#

 

 

𝑍 = 𝑘 𝐸 𝜆 𝑧 𝜆 𝑃(𝜆)
!!!"#

!!!"#

 

 
Where λ, is the spectral wavelength, k is a normalization factor, E() is the illuminant, P() 
is the reflectance of the object, and xyz is the CIE human vision color matching functions. 
 
The above effectively integrates the instrument measurement, lighting conditions 
(illuminant), and human sensitivity over the range of human vision, providing a 
coordinate that identifies the color measured. 
The CIE provides illuminant and color-matching functions in tables of 1 or 5nm 
resolution. 
For the DSCOVR imaging, the D65 illuminant is used. This is the illuminant that 
resembles “mid-day light” on Earth. Of course, DSCOVR is not on Earth, which modifies 
the nature of the illuminant, as the light is not filtered through the atmosphere. However, 
the human eye has very weak spectral response to frequencies that are filtered by the 
atmosphere; when considering the response-weighted impact of D65 versus unfiltered 
sunlight, plus the truncation to 24-bit RGB color space, the difference is minimal. 
There are 2 possible choices for color matching tables – CIE 1931 and 1964. CIE1964 is 
used here, as recommended for objects that encompass a larger field of view. 
 
In order to implement the above algorithm, there are two additional steps that are 
necessary. The first is the need to normalize the bands according to the width of their 
spectral sensitivity. This is implemented by the Stearns-and-Stearns correction, which is 
applied to each sampled band as: 
 

𝑃! = .083𝑃!!!! + 1+ .166 𝑃!! − .083𝑃!!!!  
 
With the exception of the first and the last band where it is: 
 

𝑃! = 1+ .083 𝑃!! − .083𝑃!!!!  
 



After this normalization is done, it is necessary to fill in the missing parts of the 
spectrum. This is done via linear interpolation. The bands 340nm, 388nm, 443nm, 
551nm, 680nm, 764nm, and 780nm are used. 688nm, although within the visual range is 
left out. As an absorptive band, the images are very dark and low detail. 
 
After the tristimulous values are calculated for each pixel, it is necessary to convert them 
to RGB for display. The conversion from XYZ to sRGB is defined as: 
 
𝑅
𝐺
𝐵

=
3.2406 −1.5372 −.4986
−.9689 1.8758 . 0415
. 0557 −.2040 1.0570

𝑋
𝑌
𝑍

  

 
The final correction is for brightness. There are two parts, gamma correction and 
exposure. Gamma correction is the conversion from linear brightness space to human 
brightness sensitivity, which follows a power-law function. sRGB gamma correction 
scheme follows a .45 curve, which matches the response of CRT monitors, however for 
EPIC images this over emphasizes the Rayleigh scattering, creating very hazy images 
that do not represent typical space photography as taken by astronauts using conventional 
cameras. However, using Stevens’ Power Law for visual imagery of a projected square at 
.7, yields brightness values that correlates well with existing space photography. 
 

 
Figure 10 - No gamma correction; sRGB gamma correction; Stevens' law gamma 

correction 

 
Exposure correction is the only element that does not have an easy mathematical 
correlation to human vision. This is because the human eye constantly, dynamically 
changes its exposure through pupil dilation as it views a scene. Photographs, on the other 
hand, have a single, fixed exposure. Many conventional space photographs, including the 
famous Apollo 17 blue marble, choose to expose for land, resulting in saturated, 
featureless clouds. However, the clouds are far brighter in the original EPIC data. Even in 
the red band, which features land the best, the clouds are about 4.25x brighter than the 
land or ~2.7x on the power law scale. 
 It is very clear between this and from reading the Apollo transcripts that the land-
enhanced view does not represent a natural view of space, as in the transcripts the quality 
and nature of clouds are described in high detail. 



To this end, an exposure enhancement is applied which results in the top 15% brightest 
pixels are saturated. This number was derived empirically based on the brightest the 
image could be without saturating the eye of a hurricane. 
 
The resulting images were found to be comparable to space shuttle and space station 
digital photography. Some caution needs to be applied making comparisons to film 
photography, particularly during the Apollo era. Although the cameras utilized ultraviolet 
filters, the film used, Kodak Ektachrome SO-168, was still overly sensitive in the blue 
range.  Although there were attempts made in correcting for this in post processing, such 
as the Apollo 17 blue marble, many of the online galleries features digital scans of the 
negatives without correction. 
  



5 ALGORITHM OUTPUT 

The L1A and L1B geolocation results are stored in Hierarchical Data Format 5 files. For 
information specific to the format of the files, please refer to the “EPIC Data Format 
Control Book”. 
The data is grouped into “viewing periods”. A “viewing period” consists of a time period 
less than 15 minutes in which a set of different bands has been taken. In nominal 
operations, a viewing period is within 8 minutes and consists of 10 bands, or one image 
per filter.  
L1A and L1B files have largely the same structure, but the contents are different. At the 
root is a list of all bands. Each band is placed in its own group, and has associated 
geolocation information with it. The contents are as follows. 
 
5.1 LEVEL 1A 

Level 1A product contains a calibrated image in its native orientation as it was taken on 
the spacecraft. Geolocation information is appended and aligned to be in the image’s 
native orientation. For more information on the L1A calibration, refer to the “L1A 
Calibration Definition”. 
 
5.1.1 Band Group 

Each band group consists of the following. 
 
Image Calibrated level 1A 

image in native 
orientation 

 
Latitude Per-pixel latitude values 

in degrees 
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Longitude Per-pixel longitude 
values in degrees 

 
Sun Zenith Angle Per-pixel sun zenith 

angles in degrees 

 
Sun Azimuth Angle Per-pixel sun azimuth 

angles in degrees 

 
View Zenith Angles Per-pixel instrument 

viewing zenith angles in 
degrees 
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5.2 LEVEL 1B 

Image Calibrated level 1A 
image in shared reference 
frame.  
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The level 1B contains the same types of datasets as the level 1A, however these have 
been corrected so that all images and ancillary data share the same reference geometry. 
This includes correcting for X/Y translation offsets due to spacecraft jitter, rotation for 
North to be “up” in the image, and correction for Earth’s rotation over the viewing 
period. 
 
 
5.3 GEOLOCATION METADATA 

The same geolocation metadata is available for both the L1A and L1B data. The table 
below contains information regarding the contents of the metadata and appropriate 
references. 
apparent_sidereal_time Apparent sidereal time for the hour angle 

of the vernal equinox. As calculated in 
section 3.3.5  

attitude quaternion_0, 
attitude_quaternion_1, 
attitude_quaternion_2, 
attitude_quaternion_3 

Interpolated attitude quaternions as 
obtained from star tracker. These are not 
corrected for off pointing/roll. As 
calculated in section 3.2.2 

bottom_latitude,  
bottom_longitude, 
left_latitude, 
left_longitude, 
right_latitude, 
right_longitude, 
up_latitude, 
up_longitude 

Latitude/Longitude coordinates closest to 
various image sides 

centroid_center_latitude, 
centroid_center_longitude 

Latitude and longitude reflecting center of 
projection; approximately 0 degree viewing 
zenith angle 

centroid_polar_pixel_size Size of Earth from North to South pole in 
pixels. As calculated in section 3.4.2 

centroid_x_pixel_offset, 
centroid_y_pixel_offset 

X/Y offset required to translate Earth to the 
center of the image. As calculated in 
section 3.1.3 

dscovr_declination, 
dscovr_right_ascension 

DSCOVR declination and right ascension 
angles in respect to Earth. As calculated in 
section 3.3.1 

dscovr_ephemeris_x_position, 
dscovr_ephemeris_y_position, 
dscovr_ephemeris_z_postion, 
dscovr_ephemeris_x_velocity, 
dscovr_ephemeris_y_velocity, 
dscovr_ephemeris_z_velocity 

The interpolated J2000 ephemeris 
coordinates for DSCOVR at imaging time 

earth_north_direction Rotational angle required to rotate Earth so 
North is up. As calculated in section 3.2.3 



lunar_ephemeris_x_position, 
lunar_ephemeris_y_position, 
lunar_ephemeris_z_postion, 
lunar_ephemeris_x_velocity, 
lunar_ephemeris_y_velocity, 
lunar_ephemeris_z_velocity  

The interpolated J2000 ephemeris 
coordinates for the Moon at imaging time 

north_latitude, 
east_longitude, 
south_latitude, 
west_longitude 

Coordinate boundaries of Earth in image 

solar_declination, 
solar_right_ascension 

Sun declination and right ascension angles 
in respect to Earth. As calculate in section 
3.3.1 

solar_ephemeris_x_position, 
solar_ephemeris_y_position, 
solar_ephemeris_z_postion, 
solar_ephemeris_x_velocity, 
solar_ephemeris_y_velocity, 
solar_ephemeris_z_velocity 

The interpolated J2000 coordinates for the 
Sun at imaging time 
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